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Asymptotic limits and zeros of chromatic polynomials and ground-state entropy
of Potts antiferromagnets

Robert Shrock* and Shan-Ho Tsai†

Institute for Theoretical Physics, State University of New York at Stony Brook, Stony Brook, New York 11794-3840
~Received 9 December 1996!

We study the asymptotic limiting functionW($G%,q)5 limn→` P(G,q)1/n, whereP(G,q) is the chromatic
polynomial for a graphG with n vertices. We first discuss a subtlety in the definition ofW($G%,q) resulting
from the fact that at certain special pointsqs , the following limits do not commute:
limn→`limq→qs

P(G,q)1/nÞ limq→qs
limn→` P(G,q)1/n. We then present exact calculations ofW($G%,q) and

determine the corresponding analytic structure in the complexq plane for a number of families of graphs
$G%, including circuits, wheels, biwheels, bipyramids, and~cyclic and twisted! ladders. We study the zeros of
the corresponding chromatic polynomials and prove a theorem that for certain families of graphs, all but a
finite number of the zeros lie exactly on a unit circle, whose position depends on the family. Using the
connection ofP(G,q) with the zero-temperature Potts antiferromagnet, we derive a theorem concerning the
maximal finite real point of nonanalyticity inW($G%,q), denotedqc , and apply this theorem to deduce that
qc(sq)53 andqc(hc)5(31A5)/2 for the square and honeycomb lattices. Finally, numerical calculations of
W(hc,q) and W(sq,q) are presented and compared with series expansions and bounds.
@S1063-651X~97!05605-5#

PACS number~s!: 05.50.1q, 05.70.Fh, 64.60.Cn
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I. INTRODUCTION

An important question in graph theory is the followin
Using q different colors, what is the number of way
P(G,q) in which one can color a graphG, havingn vertices,
such that no two adjacent vertices have the same color?
functionP(G,q), first introduced by Birkhoff@1#, is a poly-
nomial in q of order n and has been the subject of mat
ematical study for many years@2,3#; reviews are Refs.@4,5#.
Clearly, a general upper bound on a chromatic polynomia
P(G,q)<qn since the right-hand side is the number of wa
that one can color then-vertex graphG without any con-
straint. Consequently, it is of interest to study the limiti
function

W~$G%,q!5 lim
n→`

P~G,q!1/n, ~1.1!

where the symbol$G% denotes the limit asn→` of the
family of n-vertex graphs of typeG.

This limit has some characteristics in common with t
thermodynamic limit in statistical mechanics, in which o
defines a partition function at a given temperatureT and
external fieldH asZ5($s i %

e2bH @where the HamiltonianH
describes the interactions of the spinss i andb5(kBT)

21#
and then, starting with a finite, usually regula
d-dimensionaln-vertex latticeG5L with some specified
boundary conditions one considers the reduced free en
~per site! f in the thermodynamic limit

ef5 lim
n→`

Z1/n. ~1.2!
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~Here f is related to the actual free energyF by f52bF.!
For spin models in the physical temperature range 0<b
<` the partition functionZ is positive. In the case of the
chromatic polynomial, for sufficiently largeq, P(G,q).0.
In both cases, one naturally chooses the real posi
(1/n)th roots in the respective equations~1.1! and ~1.2!.

Although the number of colorsq is an integer in the initial
mathematical definition of the chromatic polynomial, o
may generalizeq to a real or, indeed, complex variable. W
shall consider this generalization here and study the func
W($G%,q) and the related zeros ofP(G,q) in the complex
q plane for various families of graphsG. For certain ranges
of realq, P(G,q) can be negative and, of course, whenq is
complex, so isP(G,q), in general. In these cases it may n
be obviousa priori which of then roots

P~G,q!1/n5$uP~G,q!u1/ne2p ir /n%, r50,1,...,n21
~1.3!

to choose in Eq.~1.1!. Consider the functionW($G%,q) de-
fined via Eq.~1.1! starting withq on the positive real axis
whereP(G,q).0 and consider the maximal region in th
complexq plane, which can be reached by analytic contin
ation of this function. We denote this region asR1 . Clearly,
the phase choice in Eq.~1.3! for qPR1 is that given byr
50, namely,P(G,q)1/n5uP(G,q)u1/n. However, as we shal
see via exactly solved cases, there can also be familie
graphs$G% for which the analytic structure ofW($G%,q)
includes other regions not analytically connected toR1 , and
in these regions, there may not be any canonical choice
phase in Eq.~1.3!. We shall discuss this further below.

Besides being of interest in mathematics, chromatic po
nomialsP(G,q) and their asymptotic limitsW($G%,q) have
a deep connection with statistical mechanics, specifically,
Potts antiferromagnet@6–8#. Denote the partition function
5165 © 1997 The American Physical Society
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5166 55ROBERT SHROCK AND SHAN-HO TSAI
for the ~isotropic, nearest-neighbor, zero-field! q-state Potts
model at a temperatureT asZ5($sn%

e2bH with the Hamil-
tonian

H52J(̂
i j &

ds is j
, ~1.4!

where s i51,...,q are Zq-valued variables on each sitei
PL. Define

K5bJ, a5eK. ~1.5!

For the Potts antiferromagnet (J,0), in the limitT→0, i.e.,
K→2`, the partition function only receives nonzero co
tributions from spin configurations in whichs iÞs j for
nearest-neighbor verticesi and j and hence, formally,

Z~L,q,K52`!5P~L,q!, ~1.6!

whence

exp@ f ~L,q,K52`!#5W~L,q!, ~1.7!

whereG5L denotes the lattice.
However, as we shall discuss in detail, the limit~1.1!, and

hence the resultant functionW($G%5L,q), are not well de-
fined at certain special pointsqs without specifying further
information. This constitutes a fundamental difference
tween the limits~1.1! and ~1.2!; in statistical mechanics, i
the point K0 lies within the interior of a given physica
phase, thenf (L,K) is a ~real! analytic function ofK. Fur-
thermore, in statistical mechanics the limitK→K0 for a
physical K and the thermodynamic limitn→` @with the
d-dimensional volume vold(L)→`# commute@9#

lim
n→`

lim
K→K0

Z1/n5 lim
K→K0

lim
n→`

Z1/n. ~1.8!

These limits still commute for complexK. In contrast, the
definition of W(L,q) involves a further subtlety since a
certain special pointsqs the following limits donotcommute
@for any choice ofr in Eq. ~1.3!#:

lim
n→`

lim
q→qs

P~G,q!1/nÞ lim
q→qs

lim
n→`

P~G,q!1/n. ~1.9!

As we shall discuss, the origin of this noncommutativity
limits is an abrupt change in the behavior ofP(G,q) in the
vicinity of such a pointqs ; for qÞqs , P(G,q) grows expo-
nentially as the number of verticesn in G goes to infinity:
P(G,q);an for some nonzeroa, whereas precisely atq
5qs , it has a completely different type of behavior, whic
in all of the cases considered here, isP(G,qs)5c0(qs),
wherec0(q) may be a constant, either independent ofn or
dependent onn in a way that does not involve exponenti
growth, such as (21)n. The set of special points$qs% in-
cludesq50, q51, and, on any graphG that contains at leas
one triangle, alsoq52; at these points,P(G,qs)50. It is
also possible forP(G,qs) to be equal to a nonzero consta
at qs . We shall discuss this further in Sec. II.

Before proceeding, we mention that, in addition to Re
@1–5#, some relevant previous works are Refs.@10–13#.
-

f

.

This paper is organized as follows. In Sec. II we discus
subtlety in the definition ofW($G%,q) and in Sec. III we
present some general results on the analytic structure of
function in the complexq plane. In Sec. IV we give a num
ber of exact solutions forW($G%,q) for various families of
graphs$G% and calculate the resultant diagrams, showing
analytic structure ofW($G%,q) in the complexq plane. Sec-
tion V contains a discussion of zeros of chromatic polyn
mials for various families of graphs and, in particular, a the
rem on the location and density of zeros ofP(G,q) for
certain familiesG. In Sec. VI we present a theorem specif
ing the maximal value ofq, for a given latticeL, where the
region boundaryB for W(L,q) crosses the realq axis, and
we apply this to specific lattices. Section VII gives numeric
calculations ofW(L,q) for the honeycomb and square la
tices and a comparison with large-q series. Section VIII con-
tains some concluding remarks.

II. DEFINITION OF W„ˆG‰,q…

In order to discuss the subtlety in the definition
W($G%,q), we first recall the following general propertie
concerning the zeros of chromatic polynomials. First, for a
graphG,

P~G,q50!50. ~2.1!

Second, for any graphG consisting of at least two vertice
~with a bond connecting them!,

P~G,q51!50. ~2.2!

Third, for any graphG containing at least one triangle,

P~G,q52!50 if G$n. ~2.3!

These properties are obvious from the definition
P(G,q), given that one must color adjacent vertices w
different colors. SinceP(G,q) is a polynomial, each of thes
zeros at the respective valuesq050, 1, or 2 means tha
P(G,q) must factorize according to

P~G,q!5~q2q0!
b~q0!Q~G,q!, ~2.4!

whereb(q0) is a positive integer andQ(G,q0)Þ0. One may
distinguish two particular cases that occur for cases we h
studied: ~i! b(q0)5b01b1n and ~ii ! b(q0)5b0 , where
b0 andb1 are integers independent ofn. In the first case,

W~$G%,q!5~q2q0!
b1 lim
n→`

Q~$G%,q!1/n, ~2.5!

so that the two different orders of limits in Eq.~1.9! do
commute. This type of behavior is observed for tree grap
our first example below. However, in all of the other cas
that we have studied, the second type of behavior~ii ! holds.
Hence, for these families of graphs, as a consequence o
basic fact that

lim
n→`

x1/n5 H10 if xÞ0
if x50 ~2.6!
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and hence limn→`limq→q0
(q2q0)

b(q0)/n50 and

limq→q0
limn→`(q2q0)

b(q0)/n51, the noncommutativity of

the limits in Eq. ~1.9! follows @for any value ofr in Eq.
~1.3!#:

lim
n→`

lim
q→q0

P~G,q!1/n50, ~2.7!

whereas

lim
q→q0

lim
n→`

P~G,q!1/n5 lim
q→q0

lim
n→`

Q~G,q!1/nÞ0. ~2.8!

More generally, Eq. ~1.1! is insufficient to define
W($G%,q) not just in the vicinity of a zero ofP(G,q), but
also in the vicinity of any special pointqs where the
asymptotic behavior ofP(G,q) changes abruptly from

P~G,q!;an as n→`, ~2.9!

with a a nonzero constant, to

P~G,qs!5const asn→`. ~2.10!

In case~ii ! of Eq. ~2.4!, with b(qs)5b0 , one encounters this
type of abrupt change in behavior with the constant in E
~2.10! equal to zero. This is the origin of the noncommu
tivity of limits in Eq. ~1.9! at q50, 1, and, forG$n, at q
52. However, this noncommutativity is more general a
can also occur when the constant in Eq.~2.10! is nonzero.
An example is provided by the pointqs53 on the triangular
lattice; there are 3!56 ways of coloring a triangular lattice
graph~with the technical provision that for finite triangula
lattice graphs, one uses boundary conditions that do no
troduce frustration!. Denoting such a triangular lattice grap
as (tri)n , it follows thatP„(tri) n,3…56, which is of the form
of Eq. ~2.10! with a nonzero constant. For such cases, wh
the constant in Eq.~2.10! is nonzero, one has

lim
n→`

lim
q→qs

uP~G,q!u1/n51, ~2.11!

while

lim
q→qs

lim
n→`

uP~G,q!u1/n5uau, ~2.12!

where, in general,aÞ1. Finally, the set of points$qs% also
may include a continuous set comprising part of a reg
boundary, as will be discussed in Theorem 1, part~e! below.

Because of the noncommutativity~1.9!, the formal defini-
tion ~1.1! is, in general, insufficient to defineW($G%,q) at
the set of special points$qs%; at these points, one must als
specify the order of the limits in Eq.~1.9!. One can maintain
the analyticity ofW($G%,q) at these special pointsqs of
P(G,q) by choosing the order of limits on the right-han
side of Eq.~1.9!:

W~$G%,qs!Dqn
[ lim

q→qs

lim
n→`

P~G,q!1/n. ~2.13!

As indicated, we shall denote this definition asDqn , where
the subscript indicates the order of the limits. Although t
definition maintains the analyticity ofW($G%,q) at the spe-
.
-

n-

e

n

s

cial pointsqs , it produces a functionW($G%,q) whose val-
ues at the pointsqs differ significantly from the values tha
one would get forP(G,qs)

1/n with finite-n graphsG. The
definition based on the opposite order of limits

W~$G%,qs!Dnq
[ lim

n→`

lim
q→qs

P~G,q!1/n ~2.14!

gives the expected results likeW(G,qs)50 for qs50, 1,
and, for G$n, q52, as well asW„(tri) n ,q53…51, but
yields a functionW($G%,q) with discontinuities at the set o
points$qs%. In our results below, in order to avoid having
write special formulas for the pointsqs , we shall adopt the
definitionDqn , but at appropriate places will take note of th
noncommutativity of limits~1.9!.

As noted in the Introduction, the noncommutativity
limits ~1.9! and resultant subtlety in the definition o
W($G%,q) is fundamentally different from the behavior o
the ~otherwise somewhat analogous! function ef (G,K) in sta-
tistical mechanics~where for this discussion, we consider
general statistical mechanical model and its reduced free
ergy f and do not restrict the discussion to the Potts mod!.
The set$qs% includes certain discrete points lying withi
regions in the complexq plane whereW($G%,q) is other-
wise an analytic function. Now, considering the thermod
namic limit of a statistical mechanical model on a latticeG
5L, one knows that for physicalK, after the additive term
(z/2)K1h is removed~wherez is the coordination numbe
of the lattice,L, h5bH, and this removes the trivial isolate
infinities in f at K5` and h5`!, i.e., after defining
f (L,K)5(z/2)K1h1 f r(L,K), the function f r(L,K) is
analytic within the interior of a given phase. We should r
mark that in our studies of the properties of spin mod
generalized to complex temperature, we have establis
that there may be singularities in thermodynamic quanti
in the interiors of~complex-temperature extensions of phy
cal! phases; specifically, we proved a theorem~Theorem 6 in
Ref. @14#! that on a lattice with odd coordination number, th
zero-field Ising model partition function vanishes and t
free energyf has a negatively divergent singularity, at th
complex-temperature pointz521, wherez5e22KI andKI
5bJI is the Ising spin-spin coupling. For the honeycom
lattice, z521 lies on a phase boundary@15#, but for the
heteropolygonal lattice denoted 33122, z521 lies in the
interior of the complex-temperature extension of the fer
magnetic phase@14#. However, in the quantity analogous t
W(L,q), namely,ef (L,K), this singularity is a zero, not a
discontinuity, and, furthermore, it is not associated with t
type of noncommutativity analogous to Eq.~1.9!. The reason
for this is that when one factorizes the~zero-field! partition
function in a manner similar to Eq.~2.4!,

Z~L,z!5~z11!n/2Zs~L,z! ~2.15!

@which definesZs(L,z)#, the exponent of the factorz11 is
proportional ton, as in case~i! for Eq. ~2.4!, so that the
following limits commute:

lim
z→21

lim
n→`

Z~Ln ,z!5 lim
n→`

lim
z→21

Z~Ln ,z!50. ~2.16!
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One should also contrast the noncommutativity~1.9! with
the very different type of noncommutativity that applies to
symmetry-breaking order parameter such as a~uniform or
staggered! magnetization in a statistical mechanical sp
model~above its lower critical dimensionality, so that it ha
a symmetry-breaking phase transition!. Here, in both the
symmetric, high-temperature phase and the low-tempera
phase with spontaneously broken symmetry, if one remo
the external field before taking the thermodynamic limit, t
magnetization vanishes:

lim
n→`

lim
H→0

M ~L,K,H !50, ~2.17!

whereas in the low-temperature, symmetry-broken ph
(K.Kc), there is a nonzero magnetization in the thermo
namic limit:

lim
H→0

lim
n→`

M ~L,K,H !Þ0 for K.Kc . ~2.18!

However, this noncommutativity is quite different from th
in Eq. ~1.9!: This is clear from the fact that, among oth
things, Eq.~1.9! can occur at a discrete, isolated set of sp
cial points qs @as well as possibly a continuous set on
region boundary of type~e! in Theorem 1 below#, whereas
the noncommutativity in Eqs.~2.17! and ~2.18! occurs
throughout the low-temperature, broken-symmetry phase
the spin model and, indeed, can be used to characterize
phase, with the spontaneous magnetizationM (K,0) @defined,
of course, by the second ordering of limits~2.18!# constitut-
ing the order parameter.

III. ANALYTIC STRUCTURE OF W„ˆG‰,q…

As noted, we shall consider the variableq to be extended
from the positive integers to the complex numbers. Althou
for a given graphG, P(G,q) is a polynomial and hence,a
fortiori , is an analytic function of q, the function
W($G%,q) that describes then→` limit of a given family of
graphs$G% will, in general, fail to be analytic at certai
points. These points may form a discrete or continuous se
the set is continuous, it may separate certain regions of
complexq plane, which we denoteRi . We shall denote the
boundary separating regionsRi andRj asB(Ri ,Rj ) and the
union of all components of regional boundaries asB
5ø i , jB(Ri ,Rj ). On these boundaries,W($G%,q) is nonana-
lytic. We shall illustrate this with exact results below. The
regions are somewhat similar to complex-temperature ex
sions or complex-field extensions of physical phases in
tistical mechanical models. However, there are also so
fundamental differences. One of these is the noncommuta
ity of limits discussed in the preceding section. Another
that in the case ofW($G%,q), it is not clear what would play
the role of the physical concept of a order parameter cha
terizing a given phase~and its complex extension, such as
a complex temperature!. Therefore, we shall use the term
‘‘region’’ and ‘‘region diagram’’ rather than~complex exten-
sions of! ‘‘phase’’ and ‘‘phase diagram.’’

A question that arises when one considers the somew
related regions~phases! in complex-temperature or complex
field variables for statistical mechanical spin models c
re
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cerns the dimensionality of the locus of points where
reduced free energyf is nonanalytic. Where the premise o
the Yang-Lee theorem@16,17# holds ~i.e., for physical tem-
perature and Hamiltonians with ferromagnetic, but not n
essarily nearest-neighbor, two-spin interactions,H5
2(^ i j &s iJi js j2H( is i on arbitrary graphs!, it states that the
zeros ofZ in the complexm5e22bH plane lies on the unit
circle umu51 and hence, in the thermodynamic limit whe
these merge to form the continuous locus of points wherf
is nonanalytic in them plane, this locus is one dimensiona
In the case of complex temperature, taking the Ising mo
for illustration, the locus of points in thez5e22K plane is
usually one dimensional for isotropic spin-spin couplin
J, but on the heteropolygonal 4382 lattice, it fills a two-
dimensional area in this plane even for isotropic couplin
@14#. In all of the exact results forW($G%,q) that we shall
present below, the dimension of the continuous locus
points whereW($G%,q) is nonanalytic is dim$B%51.

We next present a general theorem.
Theorem 1.LetG be a graph withn vertices and suppos

thatP(G,q) has the form

P~G,q!5q~q21!H c0~q!1(
j51

Na

c~q!aj~q!nJ , ~3.1!

wherecj (q) are polynomials inq. Herec0(q) may contain
n-dependent terms, such as (21)n, but does not grow with
n like an. This form and the additional factorization~3.4! are
motivated by the exact solutions to be presented below. N
that the fact thatP(G,q) is a polynomial guarantees that, fo
a givenG, Na is finite. For a fixedq and, more generally, for
a given region in the complexq plane, we define a term
al(q) to be leading if forq in this region ual(q)u>1 and
ual(q)u.uaj (q)u for all jÞ l . Without loss of generality, we
can write Eq.~3.1! so that theaj (q) are different functions of
q. Then our theorem states that~a! if Na>2 and there exists
somel such thatual(q)u.1 in a given region of the complex
q plane, then if in this regionuaj (q)u,1, the termaj (q) does
not contribute to the limiting functionW(G,q); ~b! if Na
51 andc0(q)Þ0, then if ua1u,1, this term again does no
contribute toW(G,q), which is then determined byc0(q);
~c! if Na>1 andal(q) is a leading term in a given region o
theq plane then~i! if this region is analytically connected t
the positive real axis whereP(G,q).0 so thatr50 in Eq.
~1.3!,

W~$G%,q!5al~q!, ~3.2!

while ~ii ! if ~i! is not the case, then at least in terms
magnitudes, one has the result

uW~$G%,g!u5ual~q!u; ~3.3!

~d! the regional boundariesB separating regions where dif
ferent leading terms dominate are determined by the deg
eracy in magnitude of these leading terms:ual(q)u
5ual 8(q)u; ~e! a regional boundary can also occur where o
crosses from a region where there is a leading termal(q) to
one where there is no leading term but there is a nonz
c0(q); this type of boundary is given by the equatio
ual(q)u51.
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Proof. Part ~a! is clear since if uaj (q)u,1, then
limn→`aj (q)

n50, so in this limit it does not contribute to
W(G,q), which is determined by the leading term, as spe
fied in part~c!. Part ~b! follows by the same type of logic
Note that if there is noc0(q) term and if Na51 with
ua1(q)u,1, then in this case,a1 still determinesW(G,q); an
example of this is provided by the regionuq21u,1 for the
tree graphsTn to be discussed below. Part~c! expresses the
fact that in the limitn→`, the contributions of subleadin
terms are negligible relative to that of the leading term a
hence the limiting functionW($G%,q) depends only on this
leading term. As one moves from a region with one dom
nant term al(q) to a region in which a different term
al 8(q) dominates, there is a nonanalyticity inW($G%,q) as it
switches fromW($G%,q)5al(q) to W($G%,q)5al 8(q) for
r50 and similarly for nonzeror . This also proves~d!. State-
ment ~e! follows in a similar way.

It is possible thatP(G,q) contains no term of the form
cj (q)aj (q)

n but instead only the termc0(q). Moreover, in
the case whereP(G,q) does contain suchcj (q)aj (q)

n

terms, there may exist a region in theq plane where
uaj (q)u,1 for all j51,...,Na . In both of these cases
W($G%,q) is determined by the remaining functionc0(q).

If G contains one or more trianglesn, then one may
expressP(G,q) in the form

P~G,q!5q~q21!~q22!H c0~q!1(
j51

Na

cj~q!aj~q!nJ
if G$n. ~3.4!

In this case, the same theorem applies, but with the fur
factorization~3.4! taken into account.

The subtlety in the definition ofW($G%,q) resulting from
the noncommutativity~1.9! is evident in the forms~3.1! and
~3.4!. With the definition~2.13!, if there is a leading term
al at q050, 1, and, for$G%$n, also 2, then

uW~$G%,q0!u5ual~q0!u ~3.5!

rather than zero, even thoughP(G,q0)50 at these points. If
there is no leading term in the vicinity of a givenq0 , i.e., if
uaj (q0)u,1 for all j51,...,Na , then, if there is ac0(q)
term,

uW~$G%,q!u5 lim
q→q0

lim
n→`

uc0~q!u1/n51. ~3.6!

IV. EXACT SOLUTIONS FOR W„ˆG‰,q…

In this section we calculate and discuss exact solutions
W($G%,q) for various families$G% of graphs. We believe
that these give some interesting insights into the anal
properties of such functions and also into the exact res
obtained by Baxter for the triangular lattice. Unless oth
wise cited, chromatic polynomials can be found, toget
with further properties of graphs, in Refs.@4,5#.
i-
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A. Tree graphs

A tree graphTn is ann-vertex graph with no circuits and
has the chromatic polynomialP(Tn ,q)5q(q21)n21. Using
the procedure discussed in Sec. II, we chooser50 in Eq.
~1.3! and obtain

W~$T%,q!5q21. ~4.1!

This applies for allq; i.e.,W($T%,q) is analytic throughout
the entire~finite! complexq plane.

B. Complete graphs

An n-vertex graph is termed ‘‘complete’’ and denote
Kn if each vertex is completely connected by bonds~edges!
with all the other vertices. ThusK3 is the triangle,K4 the
tetrahedron, and so forth. The chromatic polynomial
P(Kn ,q)5P i50

n21(q2 i ). For a givenn, we may chooser
50 in Eq. ~1.3! by starting on the positive realq axis at a
valueq.n21. This yields

W~$K%,q!51. ~4.2!

With our definition~2.13!,W($K%,q) is analytic in the entire
~finite! q plane. The zeros ofP(Kn ,q) are comprised by the
set$q0%5$0,1,...,n21% and the noncommutativity of limits
~1.9! occurs at each of these points.

C. Cyclic graphs

For the cyclic graphCn , i.e., then circuit, the chromatic
polynomial isP(Cn ,q)5(q21)$(q21)n211(21)n%. We
find that the analytic structure ofW($C%,q) differs in the
two regionsR1 and R2 consisting ofq satisfying uq21u
.1 anduq21u,1, respectively. The boundaryB separating
these regions is thus the unit circle centered atq51. These
regions are shown in Fig. 1. We calculate

W~$C%,q!5q21 for qPR1 . ~4.3!

For qPR2 , the first term in curly brackets (q21)n21→0 as
n→` and henceP(Cn ,q)→(q21)(21)n. This function
does not have a limit asn→`. However, we can observ
that

FIG. 1. Diagram showing regional boundaries comprisingB for
W($C%,q) for cyclic graphs and zeros ofP(Cn ,q) for n519.
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uW~$C%,q!u51 for qPR2 . ~4.4!

uW($C%,q)u is, in general, discontinuous alongB. For the
choicer50 in Eq. ~1.3!, it is continuous atq52 and has a
discontinuity of

lim
q↘0

W~$C%,q!2 lim
q↗0

W~$C%,q!52 ~4.5!

at q50. In Fig. 1 we have also plotted the zeros
P(Cn ,q) for a typical value,n519. These will be discusse
in Sec. V.

D. Wheel graphs

The wheel graph (Wh)n is defined as ann21 circuit
Cn21 with an additional vertex joined to all of then21
vertices ofCn21 ~which can be thought of as the center
the wheel! and is naturally defined forn>3. We find that the
diagram describing the analytic structure ofW($Wh%,q)
consists of the two regionsR1 andR2 defined, respectively
by uq22u.1 anduq22u,1, with the boundaryB consisting
of the unit circleuq22u51. ~TheseR1 andR2 should not be
confused with the regions discussed in the preceding sub
tion; we define the regionsRj differently for each family of
graphs.! This diagram is thus similar to Fig. 1, but with th
circle moved one unit to the right; for brevity we do n
show it. Using

P„~Wh!n ,q…5q~q22!$~q22!n222~21!n%, ~4.6!

we calculate

W~$Wh%,q!5q22 for qPR1 . ~4.7!

For qPR2 , since the first term in curly brackets in Eq.~4.6!,
(q22)n22, goes to zero asn→`, one is left only with the
second term,2(21)n; this term does not have a smoo
limit as n→` and hence neither does the (1/n)th power of
this quantity. However,uW($Wh%,q)u51 for qPR2 . For-
mally, one may choose the (1/n)th root such that
W($Wh%,q)521 for qPR2 . The noncommutativity of lim-
its in Eq.~1.9! occurs at the discrete pointsq50,1,2 and, for
even n, also at q53 since P„(Wh)n ,n even,q53…50.
More generally, forqÞ2, then→` limit is not well defined
on the circleuq22u51.

One can also study wheel graphs with some spokes
moved, which have been of recent interest@18#. Let us define
the ‘‘cut’’ wheel (cWh)n,l as then-vertex wheel graph with
l consecutive spokes removed. For example, from an an
sis of the specific casel52, we find the same boundaryB,
uq22u51, as for the asymptotic limit of the wheel graph
and, furthermore,W($cWh%,q)5W($Wh%,q).

E. Biwheel graphs

The biwheel graphUn is defined by adjoining a secon
vertex to all of the other vertices in the wheel gra
(Wh)n21 and is naturally defined forn>4. Here we find that
the diagram describing the analytic structure ofW($U%,q)
consists of the two regionsR1 andR2 defined, respectively
by uq23u.1 anduq23u,1 with B consisting of the circle
uq23u51. The chromatic polynomial for these graphs is
c-

e-

ly-

P~Un ,q!5q~q21!~q23!$~q23!n231~21!n%
~4.8!

and from this we calculate

W~$U%,q!5q23 for qPR1 . ~4.9!

For qPR2 , the term (q23)n23→0 as n→` and one is
again left with a discontinuous term (21)n. As before, one
has, in general that forqPR2 ,uW($U%,q)u51, and one can
formally choose the (1/n)th root such thatW($U%,q)521
in this region. The noncommutativity of limits in Eq.~1.9!
occurs at the discrete pointsq50,1,2,3 and also, ifn is odd,
at q54 sinceP(Un ,n odd,q54)50.

F. Bipyramid graphs

The bipyramidBn is formed from the biwheelUn by re-
moving the bond connecting the adjoined vertex to the ce
vertex of the biwheel. A bipyramid graph can be inscribed
the two-sphereS2 and, in this sense, can be considered to
two dimensional. The chromatic polynomial forBn is

P~Bn ,q!5q$~q22!n221~q21!~q23!n22

1~21!n~q223q11!%. ~4.10!

Here we find a more complicated diagram describing
analytic structure~see also Ref.@13#!; this is shown in Fig. 2
and consists of three regions:

R1 : Re~q!. 5
2 , uq22u.1; ~4.11!

R2 : Re~q!, 5
2 , uq23u.1; ~4.12!

and

R3 : uq22u,1, uq23u,1. ~4.13!

The boundaries between these regions are thus the two
cular arcs

FIG. 2. Diagram showing regional boundaries comprisingB for
W({ B}, q) for bipyramid graphs and zeros ofP(Bn ,q) for n
529.
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B~R1 ,R3!: q521eiu, 2
p

3
,u,

p

3
~4.14!

and

B~R2 ,R3!: q531eif,
2p

3
,f,

4p

3
~4.15!

together with the semi-infinite vertical line segments

B~R1 ,R2!5$q%: Re~q!5
5

2
, uIm~q!u.

)

2
.

~4.16!

These meet at the intersection pointsq55/26 i)/2. We find
that

W~$B%,q!5q22 for qPR1 . ~4.17!

For the other regions, we have, in general,

uW~$B%,q!u5 H uq23u for qPR2

1 for qPR3 .
~4.18!

With specific choices of (1/n)th roots, one can choos
W($B%,q)5q23 in R2 and21 in R3 .

This example provides an illustration of the noncomm
tativity of limits ~1.9! for a real noninteger pointq0 , namely,
q05

1
2(31A5)5(Be)552.618..., where the r th Beraha

number (Be)r is given by@19#

~Be!r54 cos2~p/r ! ~4.19!

for r51,2,... . Thepoint (Be)5 lies in the regionR3 where
q223q11 is the dominant term and is one of the two roo
of this polynomial@the other root lies in regionR2 and hence
plays no role inW($B%,q)#. In Fig. 2 we have also plotted
zeros of the bipyramid chromatic polynomialP(Bn ,q) for a
typical finiten529. These will be discussed in Sec. V.

SinceW($G%,q) is bounded above byq, it is common to
remove this factor and define a reduced function

Wr~$G%,q!5q21W~$G%,q!, ~4.20!

which has a finite limit asuqu→`. There have been a num
ber of calculations of Taylor-series expansions in the v
able 1/(q21) for functions equivalent toWr in the case
whereG is a regular lattice; see, for example, Ref.@20# ~and
earlier references therein! for the square, triangular, and hon
eycomb lattices. Clearly, these series expansions rely on
property that, for these lattices,Wr($G%,q) is an analytic
function in the 1/q plane at the origin 1/q50. This analytic-
ity of Wr(L,q) at 1/q50 is proved by exact results for th
triangular lattice and is strongly supported by numerical c
culations of zeros ofP(L,q) for L5sq,hc@12#, which show
that the respective regional boundaries for these three lat
are compact and do not extend to an infinite distance fr
the origin in the complexq plane. However, our exact resu
for the infinite-n bipyramid functionW($B%,q) and its re-
gion diagram demonstrates that, in general, the infinitn
limit Wr($G%,q) of chromatic polynomials for a given fam
ily of graphs $G% is not guaranteed to be analytic at 1/q
50: in the case of the bipyramid graphs, the portion of
-

i-

he

l-

es
m

e

regional boundaryB comprised by the line segment~4.16!
runs vertically through the origin of the 1/q plane and
Wr($B%,q) is not analytic at 1/q50.

G. Cyclic ladder graphs L 2n

The cyclic ladder graphs with 2n vertices can be visual-
ized as twon-circuit graphs~rings! Cn , one above the other,
with the i th vertex of onen circuit connected by a vertical
bond to thei th vertex of the othern circuit. The chromatic
polynomial for this family of graphs was calculated in Re
@21# ~where they are called prism graphs!:

P~L2n ,q!5~q223q13!n1~q21!$~32q!n1~12q!n%

1q223q11. ~4.21!

From this we compute the region diagram shown in Fi
3, consisting of four regions:~1! R1 , ~2! R2 , ~3! R2* , and~4!
R3 , in which, respectively,~1! (q223q13)n, ~2! and ~3!
(12q)n, and~4! (32q)n are the leading terms. We find

W~$L%,q!5q223q13 for qPR1 , ~4.22!

uW~$L%,q!u5u12qu for qPR2 or R2* , ~4.23!

uW~$L%,q!u5u32qu for qPR3 . ~4.24!

Formally, one can choose (1/n)th roots so thatW($L%,q)
512q and 32q in the respective regions (R2 ,R2* ) and
R3 . Note that, in contrast to the situation with the bipyram
graphsBn , there is no region where alluaj (q)u,1 so that
the c0(q) term ~which is equal toq223q11 here! never
dominates. The boundary between regionsR2 , R2* , andR3 is
the line u12qu5u32qu where these are both leading term
which is comprised of the line segments

B~R2 ,R3!5$q%: Re~q!52, 0,Im~q!,&
~4.25!

and its complex conjugate forB(R2* ,R3). Similarly, the
boundary separatingR1 from R3 is the locus of solutions to

FIG. 3. Diagram showing regional boundaries comprisingB for
W($L%,q) for cyclic ladder graphs and zeros ofP(L2n ,q) for 2n
538.
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the degeneracy conditionuq223q13u5u32qu where these
are leading terms. This boundary runs vertically through
origin q50 and extends over, on the right, to two comple
conjugate triple pointsq526A2i where it meets the vertica
line boundary~4.25! and its complex conjugate. Similarly
the boundaries separatingR1 from R2 andR1 from R2* are
comprised of the locus of solutions to the degeneracy co
tion uq223q13u5u12qu where these are leading terms;
shown in Fig. 3, these boundaries extend from the ab
triple points over to a fourfold intersection point atq52. In
passing, we note that our region diagram differs from t
reported in Ref.@21#, where the right-most curves wer
thought to terminate and hence not completely separate f
R1 the two additional regions that we have identified asR2

andR2* . In Fig. 3 we also show zeros ofP(L2n ,q) for 2n
538. We shall discuss these in Sec. V.

H. Twisted ladder „Möbius… graphs

One may also consider ladder graphs, the ends of wh
are twisted once before being joined; these graphs are
noted twisted ladder or Mo¨bius graphsM2n . ~It is easy to
see that if one twists the ends an even number of times,
is equivalent to no twist, and any odd number of twists
equivalent to a single twist.! The chromatic polynomial is the
same as that forL2n except for thec0(q) term @21#

P~M2n ,q!5~q223q13!n1~q21!$~32q!n2~12q!n%

21. ~4.26!

Since there is no region where the constant termc0(q)
~equal to21 here! is dominant, we find that

W~$M %,q!5W~$L%,q!. ~4.27!

V. THEOREM FOR ZEROS OF CHROMATIC
POLYNOMIALS FOR CERTAIN ˆG‰

A general question that one may ask about zeros of c
matic polynomials is whether all, or some subset, of the
ros for ann-vertex graphG in the family $G% lie exactly on
the boundary curvesB. One knows that asn→`, aside from
the discrete general set of zeros ofP(G,q), viz, q050,1,
and, for graphs containing one or more triangles,q52, the
remainder of the zeros merge to form the union of bou
ariesB separating various regions in the complexq plane.
~Some of the set$q0% may also lie onB!. However, the fact
that the zeros move toward, and merge to form, this bou
aryB in then→` limit does not imply that, for finite graphs
G, some subset of zeros will lie precisely onB. We have
investigated this question and have found that there do e
some families of graphs$G% for which the zeros of
P(G,q) ~aside from certain members of the set$q0%! lie
exactly on the respective boundary curvesB. We shall
present a theorem and proof on this. Interestingly, we fi
that in all such cases,B consists of a unit circle centered at
certain integral point on the positive realq axis. We empha-
size, however, that this type of behavior is special and is
shared by other families of graphs that we have studied. F
thermore, for the families of graphs for which the theore
does hold, the positions of the unit circles differ for differe
e
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$G%. Finally, as we shall show, the zeros populate the f
circle with constant density.

We find that the theorem applies for the following thr
families of graphs:~i! cyclic, ~ii ! wheel, and~iii ! biwheel.
We begin with the cyclic graphs. The form ofP(Cn ,q) dif-
fers depending on whethern is even, say,n52m, or odd,
say,n52m11. For evenn>4, we calculate the factoriza
tion

P~Cn52m ,q!5q~q21! (
j50

m22

$q2~11e~2 j11!p i /~n21!!%

3$q2~11e2~2 j11!p i /~n21!!%, ~5.1!

and for oddn>5,

P~Cn52m11 ,q!5q~q21!~q22! )
j51

m21

$q2~11e2 jp i /~n21!!%

3$q2~11e22 jp i /~n21!!%. ~5.2!

Special cases for lowern are P(C2 ,q)5q(q21) and
P(C3 ,q)5q(q21)(q22).

For the wheel graphs, for oddn>5, we find the factoriza-
tion

P„~Wh!n52m11 ,q…5q~q21!~q22!

3 )
j50

m22

$q2~21e~2 j11!p i /~n22!!%

3$q2~21e2~2 j11!p i /~n22!!%,

~5.3!

and for evenn>6,

P„~Wh!n52m ,q…5q~q21!~q22!~q23!

3 )
j51

m22

$q2~21e2 jp i /~n22!!%

3$q2~21e22 jp i /~n22!!%. ~5.4!

Special cases for lowern are P„(Wh)3 ,q…5q(q21)(q
22) andP„(Wh)4 ,q…5q(q21)(q22)(q23).

For the biwheel graphs we calculate, for evenn>6,

P~Un52m ,q!5q~q21!~q22!~q23!

3 )
j50

m23

$q2~31e~2 j11!p i /~n23!!%

3$q2~31e2~2 j11!p i /~n23!!%, ~5.5!

and for oddn>7,

P~Un52m11 ,q!5q~q21!~q22!~q23!~q24!

3 )
j51

m22

$q2~31e2 jp i /~n23!!%

3$q2~31e22 jp i /~n23!!%. ~5.6!
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Special cases for lowern areP(U4 ,q)5q(q21)(q22)(q
23) andP(U5 ,q)5q(q21)(q22)(q23)(q24).

These factorizations constitute a proof of the following
Theorem 2.Except for isolated zeros atq51 for Cn , at

q50,2 for (Wh)n , and atq50,1,3 for Un , the zeros of
P(Cn ,q), P„(Wh)n ,q…, andP(Un ,q) all lie on the respec-
tive unit circles uq2q(u51, whereq((Cn)51, q((Whn)
52, and q((Un)53. Furthermore, the zeros are equa
spaced around the respective unit circles, and in then→`
limit, the densityg($G%,u) of zeros on the respective circle
q5q(1ei

u
, 2p,u<p, is a constant, independent ofu. If

one normalizesg according to

E
2p

p

g~$G%,u!du51, ~5.7!

then

g~$G%,u!5
1

2p
for $G%5$C%,$Wh%,$U%. ~5.8!

For the cyclic ladder and twisted ladder graphsL2n and
M2n , we find the type of behavior that occurs with comple
temperature zeros of spin models: The zeros lie close to,
not, in general, precisely on, the asymptotic boundariesB.
This is illustrated by the plots of zeros ofP(L38,q) in Fig. 3.
As one also finds in calculations of complex-temperature
ros in statistical mechanical spin models~see, e.g.,@22,23#!,
the densities of zeros along certain boundary curves are
small; in Fig. 3 this occurs onB(R1 ,R2) near the intersection
point q52. Similar low densities of zeros were observed
P(tri,q) on the boundary nearq50 and the rightmost
boundary nearq54 @12#. In statistical mechanics, the den
sity of zerosg near a critical pointzc behaves as

g;uz2zcu12a8, ~5.9!

wherea8 denotes the critical exponent describing the~lead-
ing! singularity in the specific heat atz5zc as one ap-
proaches this point from within the broken-symme
phase: Csing;uz2zcu2a8 @22#. Equivalently, the~leading!
singularity in the free energy atz5zc is given by f sing;uz
2zcu22a8. ~Similar statements apply for the approach tozc
from within the symmetric phase with the replaceme
a8→a.! Analogously, in the present context, the density
zeros ofP(G,q) for a finite-n graphG near a singular poin
is determined by the nature of the singularity in t
asymptotic functionW($G%,q): If one denotes the singular
ity in the function lnW($G%,q) at a pointqc as

lnW~$G%,q!sing;uq2qcu22af8 , ~5.10!

whereaf8 will, in general, depend on the direction~f! of
approach toqc , then the corresponding density of zeros
P($G%,q) as one approaches this point is

g~$G%,q!;uq2qcu12af8 . ~5.11!

For the bipyramid, as is evident in Fig. 2, one sees th
except for the general zeros atq50 and 1 and a zero ver
nearq5(Be)552.618..., theinner zeros do lie near the arc
-
ut

-

ry

r

t
f

f

t,

forming the boundariesB(R1 ,R3) and B(R2 ,R3), but the
outer zeros do not lie very close to the line segments
B(R1 ,R2), given by Eq.~4.16!, and only approach these lin
segments slowly asn increases. Since this latter behavi
occurs only for the part ofB extending toq5 5

26 i`, it is
plausible that it may be connected with the fact that t
component of the boundary is noncompact. This inferenc
also consistent with the fact that of the families of grap
that we have studied, the bipyramid graphs form the o
family with a noncompactB and the only family for which
we have observed this deviation.

VI. THEOREM ON SINGULAR BOUNDARY OF W„L,q…

In recent work @23–25# on complex-temperature an
Yang-Lee ~complex-field! singularities of Ising models, it
has been quite fruitful to carry out a full complexification
both the temperature-dependent Boltzmann weightu5z2

5e24K and the field-dependent Boltzmann weightm
5e22bH and to study the singularities in the two dime
sionalC2 manifold depending on (z,m) or (u,m). This ap-
proach unifies the previously separate analyses of comp
temperature and Yang-Lee singularities; one sees tha
given singular point (zc ,mc) or (uc ,mc) in theC2 manifold
manifests itself as a singular point in the complexz or u
plane for a fixedm and, equivalently, as a singular point
the complexm plane for fixedz or u.

We find this approach to be equally powerful here. Sta
ing from the relation~1.6! between the chromatic polynomia
and theT50 Potts antiferromagnet on a graphG, we con-
sider the two-dimensional complex manifoldC2 spanned by
(a,q) @wherea was defined in Eq.~1.5!#. For sufficiently
largeq, namely,q.2z, wherez is the coordination numbe
of the latticeG5L, the Dobrushin theorem implies@26# that
the Potts antiferromagnet is disordered, with exponential
cay of correlation functions, atT50. As one decreasesq, the
antiferromagnetic~AFM! ordering tendency of the system
increases and, asq decreases through a critical value depen
ing on the dimensionalityd and latticeL, the model can
become critical atT50 or, equivalently,K52`. As one
decreasesq further, the AFM critical temperature increase
from zero to positive values~i.e.,Kc increases from2` to a
finite negative value!. The critical valueqc thus separates
two regions inq: ~i! theq.qc region, where the system i
disordered atT50, and~ii ! an interval ofq,qc where the
system has AFM long-range order atT50 ~and for a finite
interval 0<T<Tc , whereKc5J/kBTc!. Now, using the re-
lations ~1.6! and ~1.7! and making the projection from th
(a,q) space onto the reala axis, just as the disordered
ZN-symmetric phase of the Potts AFM must be separated
a nonanalytic phase boundary from the broken-symme
phase with AFM long-range order@27#, so also, making the
projection onto the realq axis for theW(L,q) function, it
follows that the rangeq.qc and an adjacent intervalq
,qc must be separated by a nonanalytic boundary. Furth
more, just as, by analytic continuation, the comple
temperature extension of the disordered phase of the P
antiferromagnet must be completely separated by a non
lytic phase boundary from the complex-temperature ext
sion of the antiferromagnetically ordered phase, so also
region in the complexq plane containing the line segmen
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5174 55ROBERT SHROCK AND SHAN-HO TSAI
q.qc must be completely separated from the region conta
ing the adjacent interval to the left ofqc in this plane. Since
the zero-temperature criticality of the Potts AFM and t
critical valueqc are both projections of the singular poi
(ac50,qc) in theC2 manifold, we have derived the follow
ing theorem.

Theorem 3.For a given latticeL, the pointqc at which the
rightmost region boundary forW(L,q) crosses the realq
axis corresponds to the value ofq at which the critical point
ac of the Potts antiferromagnet on this lattice first pas
through zero as one decreasesq from large positive values.

This pointqc is the maximal finite real point of nonanalytic
ity of W(L,q).

We now discuss the application of this theorem to th
specific two-dimensional~2D! lattices. For this purpose, w
recall that theq-state Potts model can be defined for non
tegral as well as integral values ofq because of the equiva
lent representation of the partition function@6–8,28#

Z5 (
G8#G

vb~G8!qn~G8!, ~6.1!

whereG8 denotes a subgraph ofG5L, v5(a21), b(G8)
is the number of bonds, andn(G8) is the number of con-
nected components ofG8. @Recall that one can see the co
nection of this with Eq.~1.6! by taking theK→2`(v→
21) limit of Eq. ~6.1!, which yields the Whitney expressio
for P(G,q) @2#.#

A. qc for the honeycomb lattice

For the honeycomb~hc! lattice, the paramagnetic
ferromagnetic~PM-FM! and PM-AFM critical points are
both determined by the equation@29#

q213q~a21!2~a21!350. ~6.2!

As q decreases in the range from 4 toq5(Be)552.618, one
of the roots of Eq.~6.2! increases from21 to 0. This root
can be identified as the AFM critical pointac(q) by going in
the opposite direction, increasingq from its Ising valueq
52 and trackingac(q), which decreases fromac(2)52
2) to a@q5(Be)5#50, where the AFM phase is squeez
out and there is no longer any finite-temperature AFM cr
cal point, which now occurs only atT50. Hence our theo-
rem implies that

qc~hc!5
31A5
2

5~Be!552.618..., ~6.3!

i.e., this is the value ofq where the rightmost regiona
boundary ofW(hc,q) crosses the real axis in the comple
q plane@30#. We may compare this with the numerical ca
culation of zeros ofP(hc,q), as a function ofq, on finite
honeycomb lattices in Ref.@12#. For this comparison, we
first note that from the analogous study of the triangu
lattice @12#, one sees the crossing point of a boundary cu
increases by aboutDq.0.4 from an 838 triangular lattice
with cylindrical boundary conditions~CBC’s! to the thermo-
dynamic limit. Assuming that a similar finite-size shift o
curs for the honeycomb lattice and noting that the curve
-

s

e

-

-

r
e

f

zeros calculated on the 838 hc lattice with CBC’s cross the
real axis atq.2.2, we find that these numerical results a
consistent with the result of Theorem 3 for the thermod
namic limit.

B. qc for the square lattice

For the square lattice, the PM-AFM critical point of th
Potts antiferromagnet is given by@31#

~a11!2542q, ~6.4!

i.e.,

ac~sq!5211A42q. ~6.5!

As q decreases from 4 to 3, this value ofac increases from
21 to 0. Hence

qc~sq!53. ~6.6!

Our Theorem 3 then identifiesqc(sq) as the point where th
rightmost region boundary ofW(sq,q) crosses the real axi
in the complexq plane. Using the same rough estimate f
the finite-size shift between the 838 square lattice with
CBC’s and the thermodynamic limit as was observed for
triangular lattice, viz.,Dq.0.4, and noting that a curve o
zeros calculated for this finite square lattice crosses the
axis atq.2.6 @12#, we see that our inference~6.6! is consis-
tent with the numerical calculations in Ref.@12#.

C. qc for the triangular lattice

Baxter’s exact solution forW(tri,q) @12# shows that in
this case

qc~ tri!54, ~6.7!

where the rightmost boundaryB(R1 ,R2) crosses the realq
axis. Theorem 3 implies that the two other singular poi
where the boundariesB(R2 ,R3) and B(R3 ,R1) cross this
axis, atq53.82... and 0, respectively, also correspond
singular points of the Potts antiferromagnet in thea plane at
these twoq values.

VII. NUMERICAL CALCULATIONS OF W„L,q…
FOR L5sq,hc,tri

The effect of ground-state disorder and associated n
zero ground-state entropyS0 has been a subject of longstan
ing interest. A physical example is ice, for whichS050.82
60.05/~K mol!, i.e., S0 /kB50.4160.03 @32,33#. In statisti-
cal mechanical models, such a ground-state entropy may
cur in contexts such as the Ising~or, equivalently,q52
Potts! antiferromagnet on the triangular@34# or kagome´ @35#
lattices, where there is frustration. However, ground-state
tropy can also occur in what is arguably a simpler conte
one in which it is not accompanied by any frustration. On
given lattice, for sufficiently largeq, Potts antiferromagnets
exhibit ground-state entropy without frustration, restricti
the range to integral values ofq, this is true forq>3 on the
square and honeycomb lattices and forq>4 on the triangu-
lar lattice @36#. For the given range ofq on the respective
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lattices, since the internal energyU approaches itsT50
valueU(T50)52J^ds is j

&T5050 exponentially fast, it fol-

lows that forT→0, i.e.,K→2`, limK→2`bU50. Hence,
from the general relationS5bU1 f , it follows that, for this
range of values ofq, the ground-state entropy~per site! and
reduced free energy for the Potts antiferromagnet are rel
according to

S0~L,q!5 f ~L,q,K52`!5 lnW~L,q! ~7.1!

and hence lnW(L,q) is a measure of this ground-state e
tropy. Accordingly, it is of interest to calculateW(L,q) for
various latticesL and values ofq. Moreover, from a math-
ematical point of view, for positive integerq, the numerical
calculation ofW(L,q) gives an accurate measure of t
asymptotic growth ofP(L,q);W(L,q)n as the number of
lattice sitesn→`.

Extending our earlier calculation ofW(hc,3) @30#, we
have calculatedW(hc,q) for integer 4<q<10. We use the
relation for the entropy

S~b!5S~b50!1bU~b!2E
0

b

U~b8!db8, ~7.2!

which is known to provide a very accurate method for c
culatingS0 @37#. We start the integration atb50 with S(b
50)5 lnq for theq-state Potts antiferromagnet and utilize
Metropolis algorithm with periodic boundary conditions f
severalL3L lattices with the lengthL varying over the val-
ues 4, 6, 8, 10, 12, 14, and 16 for all cases, and up tL
524 for certain cases. SinceU(K) very rapidly approaches
its asymptotic value of 0 asK decreases past aboutK5
25, the right-hand side of Eq.~7.2! rapidly approaches a
constant in this region, enabling one to obtain the resul
value of S(b5`) for each lattice size. For each value
q, we then perform a least-squares fit to this data, extrapo
the result to the thermodynamic limit, and then obtainW
from Eq. ~7.1!. We use double precision arithmetic for all o
our computations. Typically, we ran several thousan
sweeps through the lattice for thermalization before calcu
ing averages. Each average was calculated using betw
9000 and 20 000 sweeps through the lattice. As we h
discussed in Ref.@30#, for q>3 on the honeycomb lattice
~and also forq>4 on the square lattice!, the finite-size de-
pendence ofS0 is not simply of the formS0(L;L3L,q)
5S0(L,q)1cL,1

(q)L22; we fit our measurements with an em
pirical function of the form

S0~L;L3L,q!5S0~L,q!1cL,1
~q!L221cL,2

~q!L241cL,3
~q!L26.

~7.3!

As an example, we show in Fig. 4 the ground-state entr
as a function ofL22, for the caseq54 on the square and
honeycomb lattices. As a check, we have confirmed that
measurements yield numbers consistent with the exact re
S050 for q52 andL5hc,sq.

In the course of these calculations, we have obtaine
measurement ofW(hc,3) that is more accurate than, and
excellent agreement with, the value that we reported rece
in Ref. @30# ~where we quoted the uncertainty very cons
vatively!. This improvement is due to our use of larger la
ed

-

nt

te

s
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en
e

y

ur
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tly
-

tices, up to 24324, and double precision arithmetic in the
present work. Our results forW(hc,q) are presented in Table
I ~with conservatively estimated uncertainties given in pare
theses! and plotted in Fig. 5, together with the respectiv
values obtained by evaluating the large-q series of Ref.@20#.
For a latticeL, this series has the form

W~L,q!5qS q21

q D z/2

W̄~L,q!, ~7.4!

where, as above,z is the lattice coordination number and

W̄~L,q!511 (
n51

`

wny
n, y5

1

q21
. ~7.5!

For the honeycomb lattice,W̄(hc,q)2511y512y1114y12

1••• , calculated throughO(y18) @20#. Because of the sign
changes in the hc series~the coefficients of the first five
terms are positive, while those of the remaining four term
are negative!, it is difficult to make a reliable extrapolation.
Accordingly, for Table I and Fig. 5 we simply use a direc
evaluation of the sum. As is evident from this figure, th
agreement with our Monte Carlo calculation is excellen
From our result~6.3! above~see also our Ref.@30#!, it fol-

FIG. 4. Measurements of ground-state entropyS0 , as a function
of lattice size, for theq54 Potts AFM on the honeycomb and
square lattices.

TABLE I. Values ofW(L,q) for L5hc,sq and 3<q<10 from
Monte Carlo measurements, compared with large-q series. The en-
try forW(sq,3) is from the exact expression. See the text for furth
details.

q W(hc,q) hc series W(sq,q) sq series

3 1.6600~5! 1.6600 1.539 65~45! 1.539 600 7 . . .
4 2.6038~7! 2.6034 2.3370~7! 2.3361
5 3.5796~10! 3.5795 3.2510~10! 3.2504
6 4.5654~15! 4.5651 4.2003~12! 4.2001
7 5.5556~17! 5.5553 5.1669~15! 5.1667
8 6.5479~20! 6.5481 6.1431~20! 6.1429
9 7.5424~22! 7.5426 7.1254~22! 7.1250
10 8.5386~25! 8.5382 8.1122~25! 8.1111
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FIG. 5. Plot ofW(L,q) for
L5sq,hc,tri. At the special points
qs50,1 for all lattices, the zero
values ~denoted byd! apply for
the order of limits in the definition
Dnq in Eq. ~2.14!. For the triangu-
lar lattice at the special pointsqs
52,3, the respective values 0 an
1 ~denoted byn! also apply for
this ordering of limits~2.14!, as
does the valueW(L,2)Dnq

51 for
L5sq,hc. TheL5tri curve is
plotted for the definitionDqn in
Eq. ~2.13!.
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lows that the large-q series cannot be applied belowq
52.62 and we have plotted it only down to the integer va
q53. For both the honeycomb and square lattices, we
show the exact resultsW(L,2)Dnq

51 for L5hc,sq ~as a

superimposed circle and square! and W(L,0)Dnq

5W(L,1)Dnq
50 ~as a filled circle!, but we emphasize tha

these values assume the order of the limits in the defini
Dnq in Eq. ~2.14! and the respective values calculated w
the other order of limits in the definitionDqn in Eq. ~2.13!
for these lattices~which values are not known exactly! could
well be different from theseDnq values.

It is also of interest to compareW(L,q) for the other two
regular 2D lattices, square and triangular. Unlike the hon
comb lattice, there have been previous Monte Carlo~MC!
measurements for the square lattice@38# for lattice sizes be-
tween 333 and 737 andq values up to 10. We have ex
tended these to considerably larger lattices, includ
16316 for all q values. As a check, forq53, from calcula-
tions onL3L lattices with periodic boundary conditions, fo
L54, 6, 8, 10, 12, 14, and 16, we obtain the fit

S0~sq,3!50.431 55611.095 289L22. ~7.6!

This yields an asymptotic value that is in excellent agr
ment with the exact result @39# S0(sq,3)5

3
2ln(

4
3)

50.431 523 11...@i.e.,W(sq,3)51.539 600 7...#:

uS0~sq,3!exact2S0~sq,3!MCu
S0~sq,3!exact

50.7631024. ~7.7!
e
o

n

-

g

-

The coefficient of theL22 term agrees with a previous de
termination for thisq53 case@40#. Our fitting procedure for
q>4 has been discussed in conjunction with Eq.~7.3! above.
We also compare our Monte Carlo calculations with t
large-q series~7.4! and ~7.5!, which, forL5sq, was calcu-
lated toO(y18) in Ref. @20#. The agreement is again exce
lent. In passing, we note that a calculation of the series
W̄(sq,q) to O(y36) has been reported in Ref.@41#, but we
have checked that additional terms in this longer series h
a negligible effect in the comparison of the series with o
numerical results. Given our result thatqc(sq)53 in ~6.6!,
the large-q series cannot be applied forq,3. It is interesting
that the agreement between the series and our measurem
is quite good even down to the respective region bounda
that we have deduced atqc(hc)52.618 andqc(sq)53. This
suggests that the nonanalyticities at these respective p
on the honeycomb and square lattices are evidently no
strong as to cause the series to deviate strongly from
actual values ofW(L,q).

In passing, we remark that of course our results are c
sistent with the following rigorous bounds:~i! the general
upper boundW(L,q),q; ~ii ! the upper bound for the squar
lattice @42# W(sq,q)< 1

2(q221Aq224q18), which is
more restrictive than~i! for q. 1

2; ~iii ! the lower bound ap-
plicable for any bipartite latticeW(Lbip ,q)>Aq21; and
~iv! the lower bound for the square lattice@42# W(sq,q)
>(q223q13)/(q21). Note that for q52, both lower
bounds~iii ! and ~iv! are realized as equalities,W(sq,2)51.
Although there is a range ofq above 2 where~iv! lies below
~iii !, for q>3, ~iv! lies above~iii !, i.e., is more restrictive.
Some recent rigorous upper bounds onP(G,q) for general
G have been given in Ref.@43#, but these improve only the
prefactorA multiplying P(G,q)<Aqn and hence still yield
W(G,q)<q, as in~i!.

In the case of the triangular lattice, since, to our know
edge, there is no numerical evaluation in the literature of
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expressions forW(tri,q) given in Ref.@12#, we have carried
this out and plotted the resultant function in Fig. 5. The po
q53 is an example of a special pointqs discussed in Sec. II
where the behavior ofP(G,q) changes abruptly from Eq
~2.9! to Eq.~2.10! and where, consequently, the two limits
Eq. ~1.9! do not commute. As noted above, since there
just six ways of coloring a triangular lattice~equivalently,
the ground state of the Potts AFM is sixfold degenera!,
W(tri,3)Dnq

51. We have indicated this with a symboln in
Fig. 5. However, with the other order of limits~2.13!,
limq→3W(tri,q)5W(tri,3)Dqn

Þ1. @The actual value is

W(tri,3)Dqn
52.# In Fig. 5, at the other special pointsqs

50,1 ~indicated by a filled circle! andqs52 ~indicated by a
triangle!, we have shown the valuesW(tri,q)Dnq

50. Again,
however, because of the noncommutativity of limits in E
~1.9! as discussed in Sec. II, the value ofW(tri,q)Dqn

calcu-

lated with the other order of limits~2.13! is nonzero. Atq
51,2 it is positive, while atq50 the function has a discon
tinuity involving a flip in sign:

lim
q→02

W~ tri,q!52 lim
q→01

W~ tri,q!. ~7.8!

The sign ofW(tri,q) for negative realq is unambiguous
since this interval is part of the regionR1 and where, conse
quently, there is a clear choice of the (1/n)th root, given by
r50, in Eq. ~1.3!. This is also clear from the large-q series
@20#. In Ref. @12# it was noted that the transfer matrix calc
lation used there can fail at the Beraha numbersq5(Be)r ;
from the discussion that we have given in Sec. II, we wo
view this as a specific realization of the general noncomm
tativity of limits ~1.9!.

A general property one observes in Fig. 5 is that for th
three lattices, for a fixed value ofq in the range q
>4,W(L,q) is a monotonically decreasing function of th
lattice coordination numberz and a monotonically increasin
function of the lattice ‘‘girth’’ g, defined@5# as the number
of bonds or, equivalently, vertices contained in a minimu
distance circuit. Herez53,4,6 and g56,4,3 for L
5hc,sq,tri. The dependence on the girth is easily understo
The smaller the girth, the more stringent the constraint t
no two colors on adjacent vertices can be the same. Conc
ing the dependence onz, we note that for tree graphs, whe
one can varyz for fixed g (g5`), P(Tn ,q), and hence
W($T%,q) are actually independent ofz @cf. Eq. ~4.1!#. This
is also true for the magnitudeuW(L,q)u for real negative
q.

For the bipartite~square and honeycomb! lattices, we ob-
serve the following general trend: Asq increases fromq
53, the ratios

rW~L,q!5
W~L,q!

W~L,q!max
5
W~L,q!

q
~7.9!

and the related
t

e

.

d
-

e

-

d:
at
rn-

r S~L,q!5
S~L,q;T50!

S~Lq,T5`!
5
ln@W~L,q!#

lnq
~7.10!

are monotonically increasing functions ofq. The ratio
r S(L,q) has a physical interpretation as measuring the
sidual disorder present in theq-state Potts antiferromagnet a
T50, relative to its value atT5`. This ratio is substantial;
for example, from Table I, one sees thatr S(hc,3)50.461 and
r S(sq,3)5

3
2ln(

4
3)/ ln350.393, while r S(hc,10)50.931 and

r S(sq,10)50.909. On the triangular lattice, asq increases
from q54, one again finds thatrW and r S monotonically
increase; for example,r S(tri,4)50.273, while r S(tri,10)
50.852.

Returning to the square and honeycomb lattices, altho
we cannot use our Monte Carlo method to evalu
W(hc,q) for negativeq, we can use the large-q series since
the negativeq axis is in the regionR1 . Of course these serie
cannot be used all the way toq50; in Fig. 5, we plot them
up to q522.

VIII. CONCLUSION

In conclusion, we have presented some results on the
lytic properties of the asymptotic limiting function
W($G%,q) obtained from the chromatic polynomia
P(G,q). We have pointed out that the formal equation~1.1!
is not, in general, sufficient to define the functio
W($G%,q) because of the noncommutativity of limits~1.9! at
certain special points, and we have provided the neces
clarification for a complete definition of this asymptot
function. Using mathematical results on chromatic polyn
mials for several families of graphs$G%, we have calculated
W($G%,q) exactly for these families. From these results,
have determined the nonanalytic boundaries separating
ous regions in the complexq plane for each of the
W($G%,q). We have also studied the zeros of chroma
polynomials for these families of graphs and have prove
theorem stating that for some families, all but a finite set
these zeros lie exactly on certain unit circles centered at p
tive integer points on the realq axis. Using the connection o
chromatic polynomials to the partition function of th
q-state Potts antiferromagnet on a latticeL at T50, in con-
junction with a generalization to both complexq and com-
plex temperature, we have presented another theorem s
fying the position of the maximal~finite! real pointqc(L)
whereW($G%5L,q) is nonanalytic and have applied this
determineqc on the square and honeycomb lattices. Fina
we have given Monte Carlo measurements ofW(hc,q) @and
W(sq,q)# for integral 3<q<10 and compared these wit
large-q series. Our results illustrate the fascinating and de
connections between the mathematics of chromatic poly
mials and their limits, on the one hand, and the statist
mechanics of antiferromagnetic Potts models, on the oth
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